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Information Retrieval

•What is Information Retrieval (IR)

Relevance between text queries and documents

Information
need Obama family tree

Results (document list)

Retrieval
system indexes 

a document 
corpus

Relevance
(documents satisfy 
information need
e.g. useful)
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Information Retrieval

• Applications of Information Retrieval
• Document Ranking

• Query: Obama family tree
• Document:

• Family of Barack Obama - Wikipedia
• Barack Obama Family Tree along with family connections to other 

famous kin. Genealogy charts for Barack Obama may include up to 30 
generations of ...

• Question Answering
• Query: Who is Barack Obama's sister?
• Answer:

Maya Soetoro-Ng Auma Obama
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Information Retrieval

• Applications of Information Retrieval
• The applications of IR can be divided into two categories:

• Document Ranking and Question Answering

Document Ranking Question Answering

Query Keywords Natural language question

Document Web page, news article A fact and supporting passage

Research solution § Traditional IR
§ Neural IR

§ Open Domain QA
§ Generative QA
§ Reading Comprehension
§ Fact Verification

In products § Document rankers at: 
Google, Bing, Baidu…

§ Microsoft Xiaoice
§ Watson@Jeopardy
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Traditional IR Methods

• Language modeling approach of IR
• Given a query 𝑞 and document 𝑑:

𝑝 𝑑 𝑞 ≈ 𝑝 𝑞 𝑑 𝑝 𝑑

• p 𝑑 can be assumed uniform across docs
• p 𝑞 𝑑 = ∏!∈# 𝑝(𝑤|𝑑) depends on how to model the relationship of 

query word and doc
• The language modeling approach is quite extensible

• TF-IDF; BM25 ...
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Traditional IR Methods

• TF-IDF
• Term Frequency (TF)

• The weight of a term that occurs in a document is simply proportional 
to the term frequency

• The number of times that term t occurs in document 𝑑:

• Where 𝑛𝑡 is the number of times the term 𝑡 appears in 𝑑, and 𝑛𝑑 is the 
word number of the document 𝑑

𝑡𝑓 𝑡, 𝐷 =
𝑛#
𝑛$
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Traditional IR Methods

• TF-IDF
• Inverse Document Frequency (IDF)

• The specificity of a term can be quantified as an inverse function of the 
number of documents in which term 𝑡 appears

• IDF is a measure to evaluate if term 𝑡 is common or rare across the 
document collection 𝐷

• Where 𝑁 is the total number of documents in the corpus, and 
𝑑∈𝐷: 𝑡∈𝑑 denotes the number of documents where the term 𝑡

appears

IDF 𝑡, 𝐷 = log
𝑁

| 𝑑∈𝐷: 𝑡∈𝑑 |
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Traditional IR Methods

• TF-IDF
• A high TF-IDF value of term 𝑡 requires:

• High term frequency (TF) in the given document
• Low document frequency (IDF) of the term in the whole collection of 

documents

TF − IDF 𝑡, 𝐷 = TF 𝑡, 𝐷 · IDF(t, D)



10

Traditional IR Methods

• BM25
• BM25 is a bag-of-word retrieval model

• Given a query 𝑄, which contains 𝑛 words 𝑞1, ...𝑞𝑛, the BM25 score of a 
document 𝐷 is:

• Where 𝑓( 𝑞' , 𝐷) is the term frequency of 𝑞𝑖 in the document 𝐷, |𝐷| is the
length of 𝐷, and 𝑎𝑣𝑔𝑑𝑙 is the average document length in the document
collection

• BM25 aims to normalize term frequency according to document length

𝑠𝑐𝑜𝑟𝑒 𝐷, 𝑄 = C
'()

*

𝐼𝐷𝐹 𝑞' ·
𝑓 𝑞' , 𝐷 · (𝑘 + 1)

𝑓 𝑞' , 𝐷 + 𝑘 · 1 − 𝑏 + 𝑏 · 𝐷
𝑎𝑣𝑔𝑑𝑙
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Traditional IR Methods

• Sequential Dependence Model (SDM):
• Models term dependence for IR
• Provides a good balance between retrieval effectiveness and 

efficiency 
• The SDM score is calculated with:

• Unigram term frequency 𝑓$
• Bigram term frequency 𝑓% (with order) and 𝑓& (unorder)

• Where 𝜆$ + 𝜆% + 𝜆& = 1

𝑝 𝑞 𝑑 = 𝜆+ ∑#!" ∈- 𝑓+(𝑡-
' |𝑑)

+ 𝜆. ∑#!" ,#!"#$∈- 𝑓.(𝑡-
' , 𝑡-'0)|𝑑)

+ 𝜆1 ∑#!" ,#!"#$∈- 𝑓1(𝑡-
' , 𝑡-'0)|𝑑)

D. Metzler and W. B. Croft, A Markov Random Field model for term dependencies. SIGIR 2015
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Traditional IR Methods

• Traditional IR methods
• Pros

• Have ability to deal with large scale data
• Do not need annotated labels

• Cons
• Have vocabulary mismatch problem
• Perform shallow understanding for queries and documents
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Traditional IR Methods

• Traditional IR methods
• Vocabulary mismatch

• Q: How many people live in Sydney?

Ø Sydney’s population is 4.9 million
[relevant, but missing ‘people’ and ‘live’]

Ø Hundreds of people queueing for live music in Sydney
[irrelevant, and matching ‘people’ and ‘live’]

• Perform shallow understanding for queries and documents
• Query: Albuquerque 

Passage about Albuquerque Passage not about Albuquerque
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Neural Models for IR

• Why choose neural models
• Neural models outperform traditional IR models significantly
• Being neural has become a tendency for IR
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Neural Models for IR

• Why choose neural models
• Deeper model has stronger ability to fit data
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Neural Models for IR

• Given a query 𝑞 and a document 𝑑
• We can use a neural network to get relevance score 𝑓 𝑞, 𝑑
• Then train and optimize the neural model

• Pairwise training
• Pointwise training

Query text

Document text

Relevance Score
𝑞

𝑑

𝑓 𝑞, 𝑑
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Neural Models for IR

• Given a query 𝑞 and a document 𝑑
• We can use a neural network to get relevance score 𝑓 𝑞, 𝑑
• Then train and optimize the neural model

• Pointwise training
• 𝐿 = 𝑦 − 𝑓 𝑞, 𝑑 2

• 𝐿 = 𝐶𝑟𝑜𝑠𝑠𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑓 𝑞, 𝑑 , 𝑦)
• Pairwise training

• 𝐿 = 𝜙(𝑓(𝑞, 𝑑0) − 𝑓 𝑞, 𝑑3 )
• Hinge function 𝜙 𝑧 = 𝑚𝑎𝑥(0, 1 − 𝑧)
• Exponential function 𝜙 𝑧 = 𝑒34

• Logistic function 𝜙 𝑧 = log(1 + 𝑒34)

• 𝐿 = −log( 5%(!,(#)

5%(!,(#)05%(!,(*)
)
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Representation-based IR Models

• Representation-based IR models
• Use neural networks to generate query and document 

representations
• Then estimate the relevance of the query and document

Query text

Document text

Relevance Score
𝑞

𝑓 𝑞, 𝑑

Generate query 
representation

Generate 
document 

representation

Query
vector

Document
vector

𝑑
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Representation-based IR Models

• ARC-I
• Stacked layers of convolution and max-pooling

Hu et al. Convolutional Neural Network Architectures for Matching Natural Language Sentences. 2014
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Representation-based IR Models

• Deep Semantic Similarity Model (DSSM)
• Input: Character trigram counts after word hashing
• Query and document relevance is estimated by the cosine 

similarity of their representations

Huang et al. Learning Deep Structured Semantic Models for Web Search using Clickthrough Data. CIKM 2013.
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Representation-based IR Models

• Deep Semantic Similarity Model (DSSM)
• Word hashing

• The word hashing method aims to reduce the dimension of the word 
representation
• Given a word

• good
• Add a mark (#) to the start and end of the word

• #good#
• Break the word into letter n-grams

• trigrams: #go, goo, ood, od#
• Represent the word using a vector of letter n-grams

good

#go oodnd# goo

Huang et al. Learning Deep Structured Semantic Models for Web Search using Clickthrough Data. CIKM 2013.
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Representation-based IR Models

• Convolutional Latent Semantic Model (CLSM)
• A convolutional layer extract contextual features for each word 

with its neighboring words
• Capture context information for queries and docs

• Word-n-grams obtained by running a sliding window over an input 
sequence

• Get the representation of each composition through word-hashing

Huang et al. Learning Deep Structured Semantic Models for Web Search using Clickthrough Data. CIKM 2013.



25

Representation-based IR Models

• BERT

Karpukhin et al., Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.
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Interaction-based IR Models

• Interaction-based IR models
• Establish an interaction matrix 𝑀

• 𝑀𝑖𝑗 is obtained by comparing the 𝑖th word in query and the 𝑗th word in 
doc
• For example, 𝑀'8 = cos(�⃗�#" , �⃗�#+)

• Employ neural networks to extract features and get the 
ranking score

Query text

Document text

Relevance Score
𝑞

𝑓 𝑞, 𝑑

𝑑

Kenter et al., Neural Networks for Information Retrieval. WSDM 2018.
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Interaction-based IR Models

• ARC-II
• Takes the sliding window on the sentence, and model all word-

n-grams through the one-dimensional convolution
• Obtains an interaction matrix between two sentences 

(Concatenation word-n-gram representations)
• Obtains a high level representation through the two-

dimensional convolution

Hu et al., Convolutional Neural Network Architectures for Matching Natural Language Sentences. 2014.
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Interaction-based IR Models

• MatchPyramid
• MatchPyramid has three parts:

• Interaction matrix 
• Hierarchical convolution (𝑁 convolutional layers)
• Matching score aggregation (MLP)

Pang et al., A Study of MatchPyramid Models on Ad-hoc Retrieval. SIGIR 2016.
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Interaction-based IR Models

• MatchPyramid
• Employs a CNN over the interaction between queries and docs 

to produce the matching score
• CNN in image recognition often focus on the edge of the object 

Pang et al., A Study of MatchPyramid Models on Ad-hoc Retrieval. SIGIR 2016.
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Interaction-based IR Models

• Similarity Functions in MatchPyramid:
• Indicator Function produces either 1 or 0 to indicate whether 

two words are identical
• Cosine views the angle between two word vectors as the 

similarity
• Dot Product further considers the norm of word vectors, as 

compared to the cosine 
• Gaussian Kernel is a well-known similarity function

Pang et al., A Study of MatchPyramid Models on Ad-hoc Retrieval. SIGIR 2016.
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Interaction-based IR Models

• Deep Relevance Matching Model (DRMM)

Guo et al., A Deep Relevance Matching Model for Ad-hoc Retrieval. CIKM 2016.
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Interaction-based IR Models

• Deep Relevance Matching Model (DRMM)
• Matching histogram mapping

0.18 0.22 0.19 0.23 0.21 0.82 0.78 0.19H)
-

H)$ H2$ H9$ H:$

(0, 0, 6,2,0)

[−1, −0.5) [−0.5, −0) [0, 0.5) [0.5, 1) [1, 1] 

H;$ H;$ H<$ H=$

Guo et al., A Deep Relevance Matching Model for Ad-hoc Retrieval. CIKM 2016.
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Interaction-based IR Models

• Kernel-based Neural Ranking Model (K-NRM)
• Learning embedding tailored for relevance ranking 
• End-to-end training from user feedback (User click signal) 
• Soft-matching at word level 

Xiong et al., End-to-End Neural Ad-hoc Ranking with Kernel Pooling. SIGIR 2017.
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Interaction-based IR Models

• Kernel-based Neural Ranking Model (K-NRM)
• Embedding layer maps each word to an 𝐿-dimension vector
• Then K-NRM constructs an interaction matrix 𝑀
• Kernel-Pooling converts word-word interactions to the query-

document ranking feature
• Learning-to-Rank (LeToR) combines the ranking feature to 

produce the final ranking score

Xiong et al., End-to-End Neural Ad-hoc Ranking with Kernel Pooling. SIGIR 2017.
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Interaction-based IR Models

• Kernel-based Neural Ranking Model (K-NRM)
• Radial Basis Function (RBF) Kernel:

• Where 𝐾> is the 𝑘-th kernel,  𝜇> is the mean of kernel 𝑘, 𝜎 defines the 
kernel width, and 𝑀 is the interaction matrix

𝐾> 𝑀' =C
8

exp(−
(𝑀'8 − 𝜇>)2

2𝜎>2
)

Xiong et al., End-to-End Neural Ad-hoc Ranking with Kernel Pooling. SIGIR 2017.
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Interaction-based IR Models

• Kernel-Pooling in K-NRM
• Soft-TF

• Uses kernels to softly count the frequencies of word pairs at different 
similarity levels

• Counts soft-match pairs at multiple similarity levels using Kernels

𝜙 𝑀 =C
'()

*

𝑙𝑜𝑔𝐾(𝑀')

𝐾 𝑀' = {𝐾)(𝑀'), … , 𝐾>(𝑀')}

Xiong et al., End-to-End Neural Ad-hoc Ranking with Kernel Pooling. SIGIR 2017.
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Interaction-based IR Models

• Kernel-based Neural Ranking Model (K-NRM)
• Examples of word pairs:

• During training, K-NRM adjusts word embeddings to produce soft 
matches that can better separate relevant and irrelevant docs

‘+’ means word pair appearances in the 
corresponding kernel are positively 
correlated with relevance; ‘−’ means 
negatively correlated.

Values in parenthesis are MRR of the 
individual kernel, indicating the 
importance of the kernel.

Xiong et al., End-to-End Neural Ad-hoc Ranking with Kernel Pooling. SIGIR 2017.
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Interaction-based IR Models

• Conv-KNRM
• Queries and docs often match at n-gram level 

• For example:
• Query: “Convolutional Neural Networks” 
• Doc: “Deep Learning Tutorial for beginners...” 

• Traditional IR approach: exact match n-grams
• Interaction-based Neural IR models

- Capture soft match using word embeddings

Dai et al., Convolutional Neural Networks for Soft-Matching N-Grams in Ad-hoc Search. WSDM 2018.
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Interaction-based IR Models

• Conv-KNRM
• Convolutional layer

• Applys convolution layers to compose n-grams from the text
• Cross-Match Layer

• Builds similarity matrices between n-grams
• Query unigrams to document unigrams
• Query unigrams to document bigrams
• Query bigrams to document unigrams
• Query bigrams to document bigrams
• …

Dai et al., Convolutional Neural Networks for Soft-Matching N-Grams in Ad-hoc Search. WSDM 2018.
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Interaction-based IR Models

• Conv-KNRM
• Ranking with N-gram Translations:

• Kernel-Pooling
• Using 𝐾 Gaussian kernels to extract features of word n-gram pairs

• Learning-to-Rank (LeToR):
• Combining soft-TF ranking features into a ranking score

Dai et al., Convolutional Neural Networks for Soft-Matching N-Grams in Ad-hoc Search. WSDM 2018.



42

Interaction-based IR Models

• BERT
• Stacked transformer layers 
• BERT is pretrained on two tasks

• Masked language modeling
• Next sentence prediction

Devlin, et al. BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. NACCL 2019.
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Interaction-based IR Models

• BERT ranker
• Given a query 𝑞 and a document 𝑑. 

• Three kinds of representations are calculated
• [CLS] representation ℎ(𝐶𝐿𝑆)
• Query representation H(𝑞)
• Document representation H(𝑑)

ℎ(𝐶𝐿𝑆) H(𝑞) H(𝑑)

Qiao et al. Understanding the Behaviors of BERT in Ranking. 2019.
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Interaction-based IR Models

• BERT ranker
• Given a query 𝑞 and a document 𝑑

• The relevance score 𝑓(𝑞, 𝑑) can be calculated:
• 𝑓(𝑞, 𝑑) = 𝑀𝐿𝑃(ℎ(𝐶𝐿𝑆)) with [CLS] representation 
• Or 𝑓(𝑞, 𝑑) = 𝑀𝐿𝑃(𝜙(𝐻(𝑞), 𝐻(𝑑))) with query and document 

representations. 𝜙 can be interaction-based architectures

ℎ(𝐶𝐿𝑆) H(𝑞) H(𝑑)

Qiao et al. Understanding the Behaviors of BERT in Ranking. 2019.
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Summary of Neu-IR Models

• Neural IR models
• Can be divided into representation-based and interaction-

based categories
• Neural IR models can deal with vocabulary mismatch problem

with word embeddings
• Neural IR models help better understand natural language 

with sophisticated neural architectures
• There are also some challenges in neural IR area, such as data 

challenge
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Neural Models in IR Systems

• IR Pipeline
• Document Retrieval

• Retrieval documents from large scale document collection (Efficiency)
• Need to recall more relevant documents

• Document Reranking
• Reranking documents from retrieved candidates (Effectiveness)
• Need to provide more precision ranking results
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Neural Models in IR Systems

• IR Pipeline
• Document Retrieval

• Sparse Models
• Traditional IR models, such as BM25, SDM and TF-IDF

• Dense Models
• Representation based IR models, such as DPR and ANCE

• Document Reranking
• Neural Reranking Models

• Conv-KNRM, KNRM, TK
• BERT
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Neural Models in IR Systems

• IR Pipeline
• Document Retrieval

• Sparse Models
• Traditional IR models, such as BM25, SDM and TF-IDF

• Dense Models
• Representation based IR models, such as DPR and ANCE

• Document Reranking
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• BERT
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Neural Models in IR Systems

• Improve Sparse Retrieval Models with Term Weighting
• For the query Chinese river, word embedding gives several 

neighbors
• The neighbor phrases are semantically related to the input
• Weight query terms with averaged embeddings

Zheng and Callan, Learning to reweight terms with distributed representations. SIGIR 2015

Query: Chinese river 
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Neural Models in IR Systems

• Improve Sparse Retrieval Models with Term Weighting
• Pre-trained word embedding

We calculate |�⃗�'"| to measure the semantic 
distance of a term to the whole query:

Where �⃗�'" is the embedding of term 𝑡𝑞 and 𝑡#(

is the word from query other than 𝑡𝑞

�⃗�#! = �⃗�#! −
1
|𝑞| C

#!,∈-

�⃗�#!,

Zheng and Callan, Learning to reweight terms with distributed representations. SIGIR 2015
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Neural Models in IR Systems

• Improve Sparse Retrieval Models with Term Weighting
• Deep Contextualized Term Weighting (DeepCT)
• Using BERT to predict term weight

• Document Term Weight Prediction 
• 𝑄𝑇𝑅#,$ = ⁄|𝑄$,#| |𝑄$|
• |𝑄$| denotes the number of queries that related with 𝑑
• |𝑄$,#| denotes the number of queries that related with 𝑑 and contain 

term 𝑡
• Query Term Weight Prediction

• 𝑇𝑅#,- = ⁄|𝑄-,#| |𝑄-|
• |𝑄-| denotes the number of documents that related with 𝑞
• |𝑄-,#| denotes the number of documents that related with 𝑞 and contain 

term 𝑡

Dai and Callan Context-Aware Sentence/Passage Term Importance Estimation For First Stage Retrieval. SIGIR 2020.
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Neural Models in IR Systems

• Improve Sparse Retrieval Models with Term Weighting
• Deep Contextualized Term Weighting (DeepCT)

Dai and Callan Context-Aware Sentence/Passage Term Importance Estimation For First Stage Retrieval. SIGIR 2020.
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Neural Models in IR Systems

• IR Pipeline
• Document Retrieval

• Sparse Models
• Traditional IR models, such as BM25, SDM and TF-IDF

• Dense Models
• Representation based IR models, such as DPR and ANCE

• Document Reranking
• Neural Reranking Models (Usually Representation based IR models)

• Conv-KNRM, KNRM, TK
• BERT
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Neural Models in IR Systems

• Dense Retrieval Models

FAISS
Local Sensitive Hash Indexing

(FAISS) Johnson et al - 2017 - Billion-scale similarity search with GPUs
https://github.com/danqi/acl2020-openqa-tutorial/blob/master/slides/part5-dense-retriever-e2e-training.pdf
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Neural Models in IR Systems

• Dense Passage Retrieval (DPR)
• How to Train DPR?

• Contrastive Training 

Karpukhin et al., Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.
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Neural Models in IR Systems

• Dense Passage Retrieval (DPR)
• Positives 

• Provided in the reading comprehension datasets
• Passages of high BM25 scores that contain the answer string 

• Negatives
• Random negatives: Random passages from the corpus 
• BM25 negatives: Passages of high BM25 scores that DO NOT contain 

the answer string
• In-batch negatives: Positive passages of OTHER questions

Karpukhin et al., Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.
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Neural Models in IR Systems

• ANCE
• ANCE provides efficient encoding methods

• Asynchronously updated ANN index
• Warm up with BM25 negatives

• Training is not stable
• Train with ANCE retrieved documents

• To avoid Diminishing Gradients 

Xiong et al., Approximate Nearest Neighbor Negative Contrastive Learning for Dense Text Retrieval. ICLR 2021.



60

Neural Models in IR Systems

• ANCE

Karpukhin et al., Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.
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Neural Models in IR Systems

• Dense Retrieval Application
• Retrieval-Augmented Generation (RAG) 

• For “knowledge-intensive” tasks
• Initialized from DPR, fix document representations
• Seq2seq generator: BART
• Joint training: supervised with (x, y) pairs

Patrick S. H. Lewis, Ethan Perez, Aleksandra Piktus, Fabio Petroni, Vladimir Karpukhin, NamanGoyal, Heinrich Küttler, Mike Lewis, Wen-
tau Yih, Tim Rocktäschel, Sebastian Riedel, DouweKiela: Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks. 
NeurIPS2020
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Neural Models in IR Systems

• Dense Retrieval Application
• REALM

• Retrieve and predict
• Knowledge Retriever
• Knowledge-Augmented Encoder

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. 2020.
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Challenges in Neural IR
Previous work in 2017-2019

Soft-TF with Kernel-Pooling
• KNRM [SIGIR 2017]
N-gram Soft Match with CNN
• Conv-KNRM [WSDM 2018]
Knowledge Memories
• EDRM [ACL 2018]

The Key:
• E2E relevance learned embeddings

From

To

Cat Dog

Cat Videos

Effective with Search Logs
• Effective adaptation to ClueWeb

[WSDM 2018]

0
0.05

0.1
0.15

0.2
0.25

0.3
0.35

SD
M

Le
ToR

Conv-KNRM

Conv-KNRM (B
ing)

ClueWeb09 (NDCG@20 ) 
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Challenges in Neural IR

• BERT Reranker
• Compared to Conv-KNRM, BERT mainly improves ranking 

performance on the question answering task
• BERT performs better on natural language understanding than 

keyword matching

Qiao et al. Understanding the Behaviors of BERT in Ranking. 2019.
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Challenges in Neural IR

• Using Pre-trained Models
• BERT learns an Anisotropic Embedding Space 

• Word Frequency Biases the Embedding Space 
• Low-Frequency Words Disperse Sparsely 

Li et al. On the Sentence Embeddings from Pre-trained Language Models. EMNLP 2020.
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Challenges in Neural IR

• Using Pre-trained Models 

Not this:

Explore [MASK] holidays and discover the best time to visit.

Tokyo

Seattle
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Challenges in Neural IR

• How to better train neural IR models in IR?
• Better Pretraining methods
• Using large scale relevance labels
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Challenges in Neural IR

• How to better train neural IR models in IR?
• Better Pretraining methods
• Using large scale relevance labels
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Challenges in Neural IR

• Better Pretraining methods
• Train BERT encoder with autoencoding
• The decoder modules uses a shallow neural network

Lu et al. Less is More: Pre-training a Strong Siamese Encoder Using a Weak Decoder. 2021.
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Challenges in Neural IR

• Better Pretraining methods
• COCO-LM

Meng et al. Pretrain Language Models by Correcting and Contrasting Text Sequences. 2021.
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Challenges in Neural IR

• How to better train neural IR models in IR?
• Better Pretraining methods
• Using large scale relevance labels
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Challenges in Neural IR

• Neural IR models are fully supervised
• Traditional IR uses human labels as ground truth for evaluation
• So ideally we want to train our ranking models on human 

labels
• User interaction data from industry is usually not available for 

most people and may contain different biases compared to 
human annotated labels

user interaction / click data human annotated labels
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Challenges in Neural IR

• Anchor texts are similar to query texts
• Anchor-document relations are approximate to the 

relevance between query and document

<a href=https://en.wikipedia.org/wiki/New_York_City_Transit_Police>
New York City Transit Police</a>

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.

https://en.wikipedia.org/wiki/New_York_City_Transit_Police
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Challenges in Neural IR

• Anchor-document data could be very noisy, and the
noise data may hurt performance of neural IR methods

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.
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Challenges in Neural IR

• Reinforcement data selection (ReinfoSelect)

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.

"Tokyo Trips"

“See More”
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Challenges in Neural IR

• Reinforcement data selection (ReinfoSelect)

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.
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Challenges in Neural IR

• Reinforcement data selection (ReinfoSelect)

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.
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Challenges in Neural IR

• Reinforcement data selection (ReinfoSelect)

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.
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Challenges in Neural IR

• Reinforcement data selection (ReinfoSelect)

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.
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Challenges in Neural IR

• Reinforcement data selection (ReinfoSelect)
• Policy gradient [Ronald J. Williams. 1992] is used

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.

"Tokyo Trips"

“See More”

"Tokyo Trips"

Anchor (Pseudo Q) Document (Pseudo Label)

Data 
Selector

Good

Bad

Bad
Weak 

Supervision

Neural 
Ranker

Inference

Query Document

Tokyo Hotelsf(q, d)

NDCG
Target 
Valid

“Reward”
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Policy Gradient
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Challenges in Neural IR

• Reinforcement data selection (ReinfoSelect)

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.

0.25
0.26
0.27
0.28
0.29

0.3
0.31
0.32
0.33
0.34

NDCG@20 NDCG@20

Conv-KNRM BERT

LeToR MARCO No Anchor All Anchor ReInfoSelect Bing Clicks

Same results on ClueWeb12 and Robust04



85

Challenges in Neural IR

• Reinforcement data selection (ReinfoSelect)

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.

0.25
0.26
0.27
0.28
0.29

0.3
0.31
0.32
0.33
0.34

NDCG@20 NDCG@20

Conv-KNRM BERT

LeToR MARCO No Anchor All Anchor ReInfoSelect Bing Clicks

Same results on ClueWeb12 and Robust04

MARCO Labels are good for BERT



86

Challenges in Neural IR

• Reinforcement data selection (ReinfoSelect)

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.

0.25
0.26
0.27
0.28
0.29

0.3
0.31
0.32
0.33
0.34

NDCG@20 NDCG@20

Conv-KNRM BERT

LeToR MARCO No Anchor All Anchor ReInfoSelect Bing Clicks

Same results on ClueWeb12 and Robust04

Not sufficient to train e2e 
relevance embedding Too many noise

MARCO Labels are good for BERT
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Challenges in Neural IR

• Reinforcement data selection (ReinfoSelect)

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.

0.25
0.26
0.27
0.28
0.29

0.3
0.31
0.32
0.33
0.34

NDCG@20 NDCG@20

Conv-KNRM BERT

LeToR MARCO No Anchor All Anchor ReInfoSelect Bing Clicks

Same results on ClueWeb12 and Robust04

ReInfoSelect 
alleviates the 
necessity of One 
Millions Labels or 
Search Log.

Bing Clicks are still better
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Challenges in Neural IR

• Reinforcement data selection (ReinfoSelect)

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.
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Challenges in Neural IR

• Reinforcement data selection (ReinfoSelect)

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.

0%

100%

0 100 200 300 400 500 600 700 800
Training Step

Selection Rate when Training from Scratch

0%

100%

0 100 200 300 400 500 600 700 800
Training Step

Selection Rate when Ranker is Warmed Up

Everything is helpful 
for a random ranker.

Got to be more 
selective for the 

last push!

Warmed models only 
need some push.
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Challenges in Neural IR

• Reinforcement data selection (ReinfoSelect)
• Some selected cases

• One row is TREC queries and the other is selected anchors. 
• Can you tell?

Zhang et al., Selective Weak Supervision for Neural Information Retrieval. WWW 2020.

Query Anchor

dieting crash dieting

french lick resort and casino tropicana casino & resort atlantic city

diabetes education vegan menu for people with diabetes

income tax return online personal income taxes

orange county convention center orange county convention center 
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Challenges in Neural IR

• However Anchor-Document data is only available in the
Web domain
• E.g. TREC COVID contains only 50 labeled queries
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Challenges in Neural IR

• However Anchor-Document data is only available in the
Web domain
• E.g. TREC COVID contains only 50 labeled queries

Enterprise 
Search

Extreme 
Verticals

Cloud 
Search

Personalized 
Search

IR 
Community

Can we generate some relevance labels for different ranking scenarios ?
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Challenges in Neural IR

• MetaAdaptRank

Sun et al., Meta Adaptive Neural Ranking with Contrastive Synthetic Supervision. 2020.

Generate Relevance Labels Data Reweighting
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Challenges in Neural IR

• Generate relevance labels
• Neu-IR models are trained with relevance labels (𝑞, 𝑑p, 𝑑q)
• Generate pseudo query with a Query Generator (QG)

Ma et al., Zero-shot Neural Retrieval via Domain-targeted Synthetic Query Generation. 2020.

Train generator with large-scale
corpus in general domain

Generate query q for document
d of the target domain
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Challenges in Neural IR

• Generate relevance labels
• Using this method to generate some queries

• The generated queries are too general
• These queries may be related with multi-documents
• It is hard to select the negative documents for training 

Ma et al., Zero-shot Neural Retrieval via Domain-targeted Synthetic Query Generation. 2020.
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Challenges in Neural IR

• Generate better relevance labels
• Using two contrastive documents to generate a query 

(ContrastQG)
• Generate query 𝑞∗ with QG for document 𝑑
• Select two confused documents 𝑑* and 𝑑+ according to 𝑞∗

• Generate 𝑞 with 𝑑* and 𝑑+, and synthesis relevance label (𝑞, 𝑑*, 𝑑+)

Sun et al., Meta Adaptive Neural Ranking with Contrastive Synthetic Supervision. 2020.
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Challenges in Neural IR

• Generate better relevance labels
• Using two contrastive documents to generate a query 

(ContrastQG)

Sun et al., Meta Adaptive Neural Ranking with Contrastive Synthetic Supervision. 2020.
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Challenges in Neural IR

• MetaAdaptRank

Sun et al., Meta Adaptive Neural Ranking with Contrastive Synthetic Supervision. 2020.

Generate Relevance Labels Data Reweighting
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Challenges in Neural IR

• Reweight relevance labels
• Assign initial weights to relevance labels

Sun et al., Meta Adaptive Neural Ranking with Contrastive Synthetic Supervision. 2020.

Target Domain
Synthetic Signals

𝒘𝒋 𝒋"𝟏
𝒏

Initial Weight

𝒒𝒋’
𝒅𝒋"’ 𝒅𝒋#’
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Challenges in Neural IR

• Reweight relevance labels
• Assign initial weights to relevance labels
• Meta-forward Update: Pseudo update Neu-IR models

Sun et al., Meta Adaptive Neural Ranking with Contrastive Synthetic Supervision. 2020.

"
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Challenges in Neural IR

• Reweight relevance labels
• Assign initial weights to relevance labels
• Meta-forward Update: Pseudo update Neu-IR models
• Meta-backward Update: Calculate the actual weights

Sun et al., Meta Adaptive Neural Ranking with Contrastive Synthetic Supervision. 2020.
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Challenges in Neural IR

• Reweight relevance labels
• Assign initial weights to relevance labels
• Meta-forward Update: Pseudo update Neu-IR models
• Meta-backward Update: Calculate the actual weights
• Train Neu-IR model with meta-reweighted synthetic signals

Sun et al., Meta Adaptive Neural Ranking with Contrastive Synthetic Supervision. 2020.
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Challenges in Neural IR

• Reweight relevance labels
• Performance

Sun et al., Meta Adaptive Neural Ranking with Contrastive Synthetic Supervision. 2020.
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Challenges in Neural IR

• Reweight relevance labels
• Performance

• MetaAdaptRank assigns more fine-grained weights to weak
supervision

Sun et al., Meta Adaptive Neural Ranking with Contrastive Synthetic Supervision. 2020.
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Challenges in Neural IR

• Data Synthesis with Data Reweighting
• Performance

Sun et al., Meta Adaptive Neural Ranking with Contrastive Synthetic Supervision. 2020.
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Outline

• Introduction to IR
• Traditional IR Models
• Neural IR Models
• Neural Models in IR Systems
• Challenges in Neural IR
• Summary
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Summary

• Neu-IR models conducts semantic match to deal with 
vocabulary mismatch problem
• Neu-IR models can be applied in both retrieval and 

reranking stages
• Neu-IR models need well training
• Existing pretraining methods may be not suitable for IR
• Lots of few-shot ranking scenarios lack training data
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Summary

• OpenMatch Tookit
• https://github.com/thunlp/OpenMatch

OpenMatch provides some valuable experimental results for researchers
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Summary

• BioMedical Search
• We achieve the fist place in the TREC COVID round 2
• Our method is used in Microsoft Biomedical Search

https://biomedsearch.microsoft.com/en-us/
https://blogs.microsoft.com/ai-for-business/biomedical-search/
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